1. Introduction

Language may be innate at birth, i.e. the brain may
(A) contain a specifically linguistic (grammatical) module, or not.
(B) such a module may have developed through natural selection, or not.

Question A logically precedes question B, because, if the answer to A is negative, then question B is devoid of sense. But empirically, question B can be treated as prior to question A, in that a possible demonstration that a grammar cannot have developed in the brain according to the laws of natural selection may rule out the very possibility of that grammar’s having developed inside the brain at all; at least if one accepts that natural selection is the only way by which new features can come into being in organisms.

This may be one reason why some authoritative scholars have ended up denying that language may be the outcome of evolution (intended as natural selection): admitting natural selection at the origin of language would oblige us to admit that what we may have developed by selection in the brain is not the Universal Grammar of all existing languages, rather a set of more general predispositions to acquire and handle any language.

Actually, the Chomskyan idea that our brain contains an innate Universal Grammar, also serving as a Language Acquisition Device, has been believed by virtually half of the linguists in the world for some decades, and meanwhile has literally dominated the way how non-linguists preferred to conceive of the results of linguistics. Recently, it is being significantly re-examined. This has been (and is being) done from at least five perspectives. We list them briefly right away, and then we will concentrate on just one of them.

1. The most influential representative of this idea is, as it is well known, Noam Chomsky. It must be stressed that, although the foundations of linguistic innatism have been established during the Sixties and the Seventies of the past century, this conception of language is still taken for granted within the tradition of generative linguistics (cf. e.g. Chomsky, 1986; 1988; 2005; Hauser et al., 2002; Pinker, 1984; 1994; Pinker & Jackendoff, 2005; Jackendoff, 1997; 2002; 2007; Culicover & Jackendoff, 2005). For some provisional surveys on the matter, cf. e.g. Lombardi Vallauri (2004), Sampson (2005).

2. Much in this way, Christiansen & Chater (2008) refute linguistic innatism by formulating a logical problem of language evolution, posed by specific incompatibilities between the way language seems to be made, and the possibility for it to have arisen in the brain through evolution.

3. No less than Chomsky and Fodor (with reference not only to language; cf. Fodor 1998), just to cite the most influential, Chomsky thinks that evolution theory, though explaining many things, has little to say on this matter: “In the case of such systems as language or wings it is not even easy to imagine a course of selection that might have given rise to them. A rudimentary wing, for example, is not “useful” for motion but is more of an impediment.” (Chomsky 1988: 167.)

3. Locating language in the brain.

The innatist standpoint has been seriously scaled down by some interpretations concerning the results of research on mirror neurons. The common localization, in the brain, of both language and the sensory-motor system, together with the existence of neurons that allow what has been called an “embodied simulation” of other individuals’ acts, has suggested a possible origin of language from shared internal representations of sensory-motor events, including the movements by which we articulate linguistic sounds; and it has suggested that language may be much less specific and per se than it would be in the hypothesis that a specifically linguistic module (a Universal Grammar) readily exists in the brain at birth.

4. Interpreting language universals.

The “necessity” to postulate a Universal Grammar at the basis of all actual languages is usually presented as also arising from the presence of language universals, i.e. features common to all languages: a linguistic module in the brain may be responsible for this. This argument has been challenged mainly from two directions:

4.1. Denying language universals.

The first is the refusal of the idea that languages share features that are really universal. Recent studies’ strongly argue against the existence of any linguistic pattern that may be considered


properly universal, including features considered classical, 
bona fide universals, such as the existence of the category “Subject,”
and even “Verb.” In this perspective, linguistic “universals” are just
prevalent features, strong tendencies that give rise to slightly dif-
ferent phenomena across languages: then linguists classify those
similar phenomena respectively by the same names for the sake of
practicalness⁸.

4.2. Explaining language universals.

The second objection (not unrelated to the first) against po-
stulating Universal Grammar from the existence of features sha-
red by all languages consists of explaining language universals⁹.
More precisely, of explaining language universals by other me-
ans than a universal grammar; typically, by showing what other
pressures constrain language to work as it does. Such constraints
are of many natures: physical limits of the body parts partici-
pating in communication, general elaboration and storage ca-
pacities of the brain, social patterns of human communication
situations, semiotic features that are required for any symbolic/
communication system to be efficient, etc.¹⁰ In this view, when a
linguistic universal can be explained by means of some of these
constraints, no universal grammar in the brain is needed to ex-
plain it anymore.

For all these lines of research, aimed at criticizing the opinion
that language as such is innate, we refer to the works cited so far.
We will concentrate here on a last one.

5. Learning from the stimulus.

A further perspective¹¹, that may shed some light on the na-
ture of what we have in the brain as a language-handling device, is
strictly linguistic in nature. Over time, the innatist school has pre-
vented several linguistic features as proving that there is a gram-
mar in the brain, because such features would be impossible to
acquire from the stimulus (i.e. from the samples of language
available to the child during acquisition). This idea, though not
shared by all linguists, has found enthusiastic acceptance by
scholars in neighbour disciplines, on several grounds we cannot
dwell upon here, such as the authority of Chomsky himself and,
more effectively, the intrinsic appeal of a theory that seems to
“free” language from its belonging to cultural products, by po-
verting it among natural phenomena. But, as Sampson (2002: 73)
pur it;

Widespread current acceptance of the poverty-of-stimulus idea has
apparently come about not because linguists have found the con-
trary view empirically unsatisfactory, but merely because poverty of
the stimulus is for one reason or another treated as an unquestioned
axiom.

In fact, “demonstrations” (to be found in the literature) that
linguistic features possessed by speakers cannot be acquired from
the stimulus are usually too easy. Our perspective consists of
showing that, instead, such features can be acquired from the
stimulus.

We will exemplify this on a couple of arguments most repea-
ted in the innatist literature¹²: We will try to show that they reveal
two fallacies in reasoning, which affect the innatist point of view,
preventing scholars from realizing that the facts at issue can be
explained as the effects of the environment.

5.1. Disregarding semantics and context: Example: Basic Word
Order acquisition

Innatist arguments are too often undermined by reasoning as
if language were used and acquired in isolation from reality.
In other words, language is seen as coincident with syntax only,
disregarding semantics and the context where communication
takes place.

A typical example of this, among others, has been adopted in
one of the most important handbooks designed to summarize
generative linguistics, which explicitly presents a version of the
theory (the one called “Principles and Parameters”) particularly
suitable for being proposed as the innate Universal Grammar,
working as a Language Acquisition Device which should allow
children to acquire their language, overcoming the poverty of
the stimulus they receive¹³. According to Morgan (1986), children
must be endowed with some innate linguistic knowledge be-
cause they get to know the right word order of their language
although utterances like (1) do not help them understand if it is
SVO or OVS:

(1) The dog bites the cat

When confronted to such an utterance, children would have
no cues to establish whether its syntactic structure is (a) or (b):

(a) The dog [bites the cat]
(b) [The dog bites] the cat

This is to say that the utterances as such do not reveal who is
the Subject and who is the Direct Object of the verb. They would
do so if they were presented to children with some signals (paus-
es, intonation) of existing syntactic structure, in this case the
bracketing of the Verbal Phrase given in (1a).

This way of reasoning is perfectly consequential if one concei-
vices of the language as something purely formal, where meaning
plays no role¹⁴. But reality is different. Children listen to very many
utterances everyday, containing information absolutely not syn-
tactical in nature, but very useful for them to establish who is
the Subject and who is the Object, such as The ball has broken
the window or Jenny stole my GameBoy. And even (1) probably
becomes quite clear on who is the subject if it is uttered in a real
context. Now, obviously, all the utterances a child listens to ac-
tually are produced in contexts.

Disregarding semantics and context is a side effect of the atti-
attitude which gives syntax the primacy in linguistic analysis. One
of its consequences, as we have seen, is to look at language acquisi-
tion as if it should be guided by syntax alone. This leads to be-
lieve that the information available to children in the stimulus is
not sufficient for them to build a theory of their language, exactly
because information deriving from semantics and context is not
taken into account. The final consequence of this fallacy is that
one is led to hypothesize that the lacking information, still only
syntactic in nature, must reside in the brain at birth (Scheme 1).
So, syntax is paradoxically promoted as far as to a module in our
brain, instead of being simply put next to semantics, pragmatics,
phonology, etc. as one of the components of our interpretation of
language.

8. We agree with this perspective. Our use of the term “language univer-
sal” should be understood in this way.
Vallauri (1999).
11. This perspective is not new, though probably less developed than it
would deserve. Cf. Sampson (2002, 2005); Pullum & Scholz (2002), Lom-
12. Further examples, more complex in nature and perhaps more signifi-
cant, are to be found in Lombardi Vallauri (2004, 2006, in press, to appear).
Here we lack the space that would be necessary to explain them properly.
13. Cf. Cook & Newson (1996:117), where Morgan’s argument is present-
ed as valuable evidence.
14. An important exposition of exactly the opposite view is in Chafe
(2002).
Attributing the monopoly of language to syntax
- Disregarding semantics and context
- Conceiving of acquisition as guided only by syntax
- Believing that the stimulus lacks necessary information
- Postulating that such information must be in an innate UG
- Promoting syntax to a module in the brain

Scheme 1. Ignoring everything except syntax leads to believing that syntax is the only important thing.

5.2. Underestimating negative information. Example: (non) pro-drop detection

Belief in the innateness of grammar is based also on disregarding the extension and nature of negative information, i.e. the possibility of inferring the non grammaticality of a structure from its systematic absence. It is reasonable to think that children can infer that some elements do not belong to their language, simply because such elements never appear, even if there are no explicit warnings of their being unacceptable in the stimulus. Since Chomsky (1965: 25) innatists divide the information received by children into “positive” and “negative”. The former consists of utterances produced in their presence without warning of their acceptability, and the latter consists of utterances for which they receive (for instance by their parents) explicit warning of unacceptability, by way of some kind of correction. As Wexler and Culicover (1986: 63) put it:

If the learner hears a sentence, he can assume that it is in his language. But if he does not hear a sentence, it does not imply that the sentence is ungrammatical. Possibly he has simply not yet heard the sentence15.

This attitude fails to realize that the systematic absence of a pattern, in spite of thousands of potential opportunities for its occurrence, may be valuable (though implicit) negative information in that it may lead the acquirer to the certitude that such a pattern does not belong to the language16. For instance, leading innatists17 have claimed that the fixing of the so-called pro-drop parameter cannot happen without a pre-existing, innate principle. Linguists classify languages into two types according to their behaviour as concerns the explicit expression of the Subject. In “non-pro-drop” languages (like English or French) the Subject must always be expressed, and in “pro-drop” languages (like Spanish or Japanese) it can be omitted. According to the innatist opinion18, the only way children can understand how things work in their language is a parametric predisposition resident in their brains, which allows two values: pro-drop and non-pro-drop:

Children must be learning either from positive evidence alone or from indirect negative evidence, such as the lack of null-subject sentences in English. This is possible only if their choice is circumscribed; if they know there are a few possibilities, say pro-drop and non-pro-drop, they only require evidence to tell them which one they have encountered.19

This opinion leads Hyams (1986) to hypothesize that the fixing of the innate non-pro-drop parameter by English acquirers may be allowed by the existence of expletive subjects. Children17. Scholars usually focus on the idea that negative information, based on corrections or failure of comprehension on the part of parents, is almost absent in the child’s experience. Cf. for example Pinker (1984: 29).
16. This is part of the phenomenon of “entrenchment”, described e.g. by Braine and Brooks (1995), Brooks et al. (1999), Tomasello (2003: 178-182).
18. A synthesis of the innatist position on the matter is offered by Cook & Newson (1996), who cite Chomsky a number of times.

would understand that the expression of subjects is obligatory in English only because the stimulus contains sentences like it’s time for bed and once upon a time there were three bears.

This is treating children as if they were just personal computers with a very poor software inside. The reason why English speaking children quickly learn that they must always produce sentences with subjects is that the overwhelming majority of the sentences they hear every day all contain overt subjects. On the contrary, Spanish children feel that they do not always need to produce an overt subject because the subject is not always overtly present in the sentences they hear. An innate switch in the brain is not necessary for that.

Although nobody ever tells them, children know that material objects always fall downwards: this is why they are fascinated by coloured balloons filled with helium. The fact that something always happens and something else never does allows for generalizations. The argument that children have no elements to exclude wrong structures because in their experience negative stimuli (parents explicitly censuring a wrong sentence) are extremely rare, considers children as completely unconscious and incapable of generalizations as Gold’s (1967) algorithm20, which compares input data and grammars, accepting all (and only) those grammars that are totally consistent with the input. But it is not unwise to suppose that children can see the difference between a grammar that (though not violating any explicit prohibition) produces innumerable structures that are not to be found in the input, and another grammar that (beside not violating any prohibition) does not produce any structure unforeseen by the input. Children, unlike Gold’s algorithm, induce that if something never happens in thousands of utterances where it could theoretically happen, then such a thing is excluded.

This can be, at any rate: a child may well have a capacity to learn from the stimulus which is not a capacity to learn from the stimulus; but it may also be a capacity to learn from the stimulus which is not a capacity to learn from the stimulus. It may be objected that our explanations of how the child can learn from the stimulus those linguistic patterns that are attributed to universal grammar actually go as far as telling how the child might well acquire those patterns, but do not demonstrate that the same patterns do not exist in the brain at birth. In other words, the Language Acquisition Device may be at work, and actually also responsible for the acquisition of some features that - if it were not at work - would be (less easily) acquired only from the stimulus.

In principle this is possible, but it must be stressed that different concurring explanations are not all equally worthy. In particular, the two alternatives considered here can be characterized in terms of different epistemological legitimacy.

6. Epistemological remarks

It may be objected that our explanations of how the child can learn from the stimulus those linguistic patterns that are attributed to universal grammar actually go as far as telling how the child might well acquire those patterns, but do not demonstrate that the same patterns do not exist in the brain at birth. In other words, the Language Acquisition Device may be at work, and actually also responsible for the acquisition of some features that - if it were not at work - would be (less easily) acquired only from the stimulus.

In principle this is possible, but it must be stressed that different concurring explanations are not all equally worthy. In particular, the two alternatives considered here can be characterized in terms of different epistemological legitimacy.

On the one side, the knowledge we have so far of the working of the brain is quantitative rather than qualitative, being based on imaging techniques such as PET and fMRI, as well as on the measurements of event related potentials (ERPs) in the brain, such as (ELAN, MMN or P600, and the like21). More specifically, what we know is that the brain activates (at best: in certain
precise areas) when performing certain tasks. We partially know the nature of such an activation in terms of increased biochemical activity; but we completely ignore what the relation may be between physical activity and its subjectively perceived counterparts, viz. thought, language, conscience and so on. There is no cue to understand how something absolutely immaterial as consciousness or meaning can arise from something material as biochemical activity\(^\text{22}\). Just to quote one of the many possible declarations in this sense (Libet 2005: §5.1.1.-5.5.7.):

Why subjective experience emerges from appropriate neuronal activities may be no more answerable than similar questions about other fundamental phenomena. That is, why does mass have inertia? Why do masses exhibit gravitational attraction? Why does matter behave according to whether we select the innatist approach or the environment with its capacity to explain F

The emergence of conscious subjective experience from nerve cell activities is still a mystery.

This is the extent to which we can grasp the relation between the mind (including language) and the brain\(^\text{23}\). But, on the other side, we have a sufficiently wide-ranging knowledge of how language works. On a phenomenological level, it is quite clear that such inductions as those we have attributed to children in sections 5.1. (about word order) and 5.2. (about overt subjects) are possible and even not difficult for a human mind. Similar inductions are possible for hundreds of other linguistic features.

Now, the conceptual links we can establish between our knowledge of language and our knowledge of its anthropological bases (i.e. the explanations we can give) vary dramatically according to whether we select the innatist approach or the environmental one. This is shown in Scheme 2:

<table>
<thead>
<tr>
<th>Innatist approach</th>
<th>Environmental approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>Premise: the acquisition of a linguistic feature “F” needs explanation</td>
<td>Explanation is made in terms of inductions (I) from the stimulus</td>
</tr>
<tr>
<td>In a conjectured rule (R), supposedly present in the brain of the child</td>
<td>I is a state of affairs that is known and observable independently from its capacity to explain F</td>
</tr>
<tr>
<td>R is a state of affairs that is NOT known or observable independently from its capacity to explain F</td>
<td>What we have is an AD HOC explanation</td>
</tr>
<tr>
<td>What we have is a PROPERLY SAID explanation</td>
<td></td>
</tr>
</tbody>
</table>

Scheme 2. Explaining through innatism or environment

The difference between these explanations is one of epistemological dignity. This affects the interpretation of any linguistic fact. For instance, in order to explain how children get to know that the language spoken by their parents has obligatory Subject, we might search for an explanation in terms of brain organization. Since it is still impossible to establish what could be in the brain such things as the anatomical/physiological basis for a grammatical rule, we are compelled to suppose a hypothetical structure in the brain whose existence makes it explicit to the acquirer that any language must have either obligatory Subject or not, and that s/he must search confirmation for one of these just two alternatives in the stimulus. It may be the right guess, but there is no way to check it independently, by means of specific, qualitative inquiry of brain phenomena. In sum, the only reason to think that such a structure exists is that if it exists it may be apt to explain this aspect of language acquisition. As a consequence, if such a structure is meant to be an explanation for language acquisition, it is an ad hoc explanation, circular and tautological in nature.

Under such conditions, the best we can do may still be to assume a specialized brain module as an explanation for linguistic facts, but just in case there is no other possible path to get an explanation for those facts. Otherwise, solutions in terms of ‘brain structure’ should be regarded as violations of Occam’s razor, since what they definitely do is creating entia (explanazioni) praeter necessitatem from scratch, in order to account for things that can be explained in other terms with more connection to empirically observable facts. For example, the speakers’ awareness that their language has obligatory Subject can be attributed to a mental capacity which is separately observable in other domains of human consciousness (such as, in this case, the capacity to generalize a pattern from its overwhelming occurrence). This means having recourse to real and observable facts: as a consequence, this explanation must be preferred to the ones that consist in ad hoc stipulations (such as the existence of a dedicated brain structure), and methodologically rules them out.

7. Conclusions

Although we have not directly addressed the problem of what kind of structures devoted to language should have evolved in the human brain, in section 5 we may have added a little contribution, specifically linguistic in nature, to the understanding of what those structures may not be. In particular, we have tried to show that some pretended evidence of the presence of an innate universal grammar is no evidence at all. Our argument adds itself to the different ones we have summarized in sections 2-4, in supporting the view of language as a function managed by more general-purpose brain modules, probably common to other functions of the mind. In this view\(^\text{24}\), the brain preconditions for the management of language are not as specific as a (universal) grammar; the (different) grammars of the languages are historical products of human civilization, and we acquire them from our environments because they are not in anyone’s brain at birth.
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